Abstract

The analysis of sporting games is of major interest for many different people; it helps supporting a coach or a referee and supplies supporter with interesting facts about a certain athlete or team. While the manual analysis can be very cumbersome and time-consuming, automatic monitoring opens a new range of applications. In this paper we present a scalable real-time 3D tracking system for ball games. Our system traces the trajectory of the ball by an optical multi-camera tracking procedure. Although the tracking algorithm is based on a multi-camera architecture it can estimate the 3D position of the ball even if it is seen by only one camera. Combined with a prediction-correction step this makes our ball-tracking procedure very robust and reliable. The determination of the balls 2D position in each video frame is based on fast color segmentation and union-finding algorithms. The 3D coordinates of the observed ball are calculated by a triangulation process. We demonstrate the capability of our approach by implementing a system for real-time tracking and recording of table tennis games.

1 Introduction

The request for automatic monitoring of sporting games did not come about just because of debatable decisions of referees like e.g. in case of England’s controversial third goal in the 1966 Football World Cup Final. Systems, automatically tracing the position of the ball (and the players) can support coaching activities before and after competitions. A lot of systems analyzing sporting games, using various kind of technologies have been developed recently (see e.g. [1, 2, 3, 12, 14]). Some of them are based on position-tracking systems relying on microwave transponders attached to the ball and the players. An example for such a system is the tracking-system developed by Cairo Technologies1 and Fraunhofer IIS. Most of the monitoring systems, like e.g. the systems of ProZone2 or Sport Universal3, are based on computer vision technology. Thereby the playground, the players and the ball are observed using a bunch of cameras. All systems collect a huge amount of data and enable exhaustive statistics that can be used by coaches or broadcast companies.

In some sports, like e.g. tennis most advanced technological aid has become a standard equipment for referee. One of the first commercial real-time systems was Cyclops, introduced to the Wimbledon Championships in 1980. This system, especially build for tennis games, monitor the service line to determine whether a serve was in or out. A recent successor of Cyclops is the real-time tracking system Hawk-Eye4, actually used in cricket, tennis and snooker games. Hawk-Eye not only spots a special place, like e.g. the service line, but track and record the complete three-dimensional path of

1Cairo Technologies: www.cairos.com
2ProZone: www.pzfootball.co.uk
3Sport Universal: www.sport-universal.com
4Hawk-Eye: www.hawkeyeinnovations.co.uk
the ball. Another system used during tennis matches is MacCam\(^5\). Based on slow-motion cameras it allows to replay close or controversial line calls. The two recent systems are expensive high-end systems which are primarily used by television networks to visualize the trajectory of balls in flight.

In this paper we describe the software system P4 (Ping Pong Point Protocolar); a system to find a ping-pong ball within a video stream, extract and validate its 3D-position and display the result in a virtual 3D scene (figure 1 depicts this scenario). We show that P4 is capable to trace the ball and monitor the score in real-time using of the shelf computer and web-cams.

![Figure 1: Our scenario: A ping-pong game is observed by several video cameras, tracking the 3D position of the ball in real-time.](image)

The next section discuss the calibration of our installation. Section 3 give an overview of the system design of P4 and discuss each step of the ball-tracking procedure in detail. Section 4 briefly describes some important implementation details of our software prototype. An Evaluation of this application is given in section 5. In the last section we conclude and give an outlook on future work.

## 2 Calibration

To accurately evaluate the 3D position of a ball with respect to the table tennis plate out of the camera images the intrinsic and extrinsic camera parameters have to be determined in a calibration step. The calibration of the intrinsic camera parameter - especially precise lens undistortion - can be done using the GML MatLab Camera Calibration Toolbox\(^6\).

The extrinsic camera parameters i.e. position and orientation of each camera with respect to the table tennis plate and each other could be determined by manual measurements. But this would be very cumbersome, error prone and time-consuming, especially due to the fact that this has to be done every time the setup is modified. Therefore we implemented an automatic calibration process using the multi-marker functionality of the video tracking library ARToolKit [11]. The calibration is based on a physical marker in one corner of each side of the ping pong table. These markers define a coordinate systems \(M\) (see figure 2).

![Figure 2: After calibration, based on two optical markers attached to the table tennis plate all coordinates are transformed from camera coordinates \((C_1, C_2)\) into world coordinates \((M)\).](image)

If all cameras see at least on marker, ARToolKit evaluate the position and orientation of each camera relative to \(M\). In all calculations described in the following sections we use \(M\) as world coordinate system.

## 3 System design

Our tracking system mainly consists of three parts synchronized by a Main-component. These different parts are

- **Segmentation**, i.e. finding the ball in the video-imagery. The centroid of the image

\(^5\)MacCam: www.fastcamreplay.com

\(^6\)GML MatLab Camera Calibration Toolbox: http://research.graphicon.ru/calibration/gml-matlab-camera-calibration-toolbox.html
of the ball and the diameter of this image are found by a fast color tracking algorithm.

- **Triangulation**, i.e. calculating 3D coordinates out of the 2D coordinates obtained from Segmentation.

- **Filtering**, i.e. using a physical model of the movement of the ball to correct the 3D coordinates obtained from Triangulation.

Figure 3 illustrate the different parts of our system and their interaction while analyzing video images with identical time-stamp. After all images belonging to one time-stamp are analyzed by the Segmentation–component the Triangulation–component calculates the 3D position of the ball. The result is passed to the Filtering–component to adjust the 3D-coordinates based on a physical model of the ball. The predicted 3D-coordinates are also used to define a region of interest (ROI) for the next image of each camera. For the next time-stamp the Segmentation–component start looking for the ball in the ROI. The usage of the ROI speed up the ball-finding process dramatically.

The calculated 3D-position is used to visualize the ball in a 3D scene and for additional game analysis like e.g. score counting. The trajectory of the ball is written to a file. Therefore every rally can be shown as a replay and evaluated afterwards.

### 3.1 Image segmentation

The first step towards reconstructing the 3D position of a ball out of video images is to find its mapping. In P4 this is done by a segmentation algorithm based on color classes. The algorithm calculate the two-dimensional centroid and bounding box of the image of the ball.

For color segmentation many algorithms such as e.g. linear color thresholding, nearest neighbor classification or color space thresholding are known (see e.g. [5, 4, 9]). Due to our real-time requirements we use a fast segmentation algorithm presented in [6] that efficiently classifies each pixel of an image in up to 32 color classes. The algorithm is initialized by creating color-classes defined by the color of the ball we are looking for. Segmentation is composed of three parts:
• Decide for each pixel if it falls in one of the defined color-classes.

• Merge all connected pixels in regions with a tree based union-find algorithm.

• Sort the regions with respect to size.

In P4 we are using orange table tennis balls and assume that the largest region of "orange" pixel correspond to the ball we are looking for.

Color Space and Color classes

Color strongly depend on lighting conditions. Thus the choice of an appropriate color space is of particular importance for color based segmentation. For a reliable color segmentation it is important to divide the color information from the luminance information. In P4 we are using the YUV color space which encode the luminance and color information separately.

A color-class is defined by six thresholds defining a box in YUV space. This method is called linear thresholding because a color-class hat linear boundaries (planes). Figure 4 show an image of a table tennis ball and the corresponding color values in YUV space. Regard that the variation in the Y component is bigger than in the U and V components. A coarse color-class “Orange Ball” is plotted with light dashed lines.

![Figure 4: Table tennis ball and corresponding colors in YUV space together with various color-classes.](image)

Because of the irregular shape of the color distribution linear thresholding can result in wrong segmentations using only one color-class. Therefore we divide the color-class “Orange Ball” in several smaller classes (see figure 4) and check each of them during segmentation.

Segmentation

Segmentation test for each pixel if its color fall into the rectangular box defined by a color-class. This test can be accomplished very efficiently by only two binary-AND operations. Therefore the color-classes are encoded in three Look-Up-Tables (LUTs) Yc, Uc and Vc; one for each color component. Using 8-bit color quantization each LUT contains 255 different values. All entries between the index positions given by the thresholds defining a color-class are set to one, all others to zero. Wether a pixel with color \(c=(Y, U, V)\) falls into the defined color-class or not can be checked by using \(Y, U, V\) as indices into the LUTs:

\[
pixel\_\text{in}\_\text{cc} = Yc[Y] \text{ AND } Uc[U] \text{ AND } Vc[V]
\]

Additionally it is possible to encode several color-classes in the same three LUTs without enhancing the complexity of the algorithm. Instead of building new LUTs for each color-class they can be combined using the bit position of an array element. Using 32-bit integer values as array elements allow to check for membership of 32 distinct color classes at once. In our application we are using three different color-classes to segment the ping pong ball. Every pixel falling in one of these classes is labeled as “Ball-Pixel”.

Find connected regions and calculate region information

After segmentation, each pixel is labeled to be a “Ball-Pixel” or not. Next, connected “Ball-Pixels” have to be combined to regions. This is done in two steps for performance reasons.

1. Attach pixels horizontally. For each row of the image a run-length-encoding (RLE) is accomplished during segmentation.

2. Merge horizontal lines vertically. On the classified RLE image a tree-based union-find algorithm with path compression is employed (for details see [6]).

It can be shown that this merging method employing tree-based union finding with path compression offers performance that provides a hard algorithmic bound (see e.g. [16]).
Merging connected pixel result in several regions. By means of the tree-based representation of each region their size and barycenter can be evaluated efficiently. We assume the greatest region to be the wanted ball. Size and barycenter of this region are the input values for the following triangulation process.

3.2 Triangulation

The intrinsic and extrinsic parameters of all cameras used are known from the calibration step. Thus, the 3D-position of the ping pong ball can be acquired from the camera images by triangulation (see e.g. [7, 8]). To get reliable results the cameras should be positioned in a way that the ball can be seen by as many of them as possible in every state of the game.

Figure 5: Evaluating the 3D position of a ball using one camera. Note that the center $P$ of the ball is not projected to the barycenter $p_e$ of the image of the ball.

Without additional information it is impossible to reconstruct the 3D position of the ball out of one camera image. There are two ways to solve this problem.

- use additional information; e.g. the diameter of the ball.
- use information from additional cameras.

Both methods are equivalent in theory but due to inaccuracies resulting from the limited resolution of a camera and the errors made determining the size of the diameter of the image of the ball, the first one is more inaccurate than the second one.

Nevertheless the first method is used also in P4 to provide a fallback solution if the ball is occluded for all but one camera and to support one camera as a minimum requirement. Knowing the projection $p$ of the center of the sphere $P$ and the boundary point $p_e - x$ some simple geometry shows that the distance $d$ between $P$ and camera origin $O$ is given by $d = \frac{r}{\sin \alpha}$ with

$$\tan \alpha = \frac{(p - p_e + x)f}{p(p_e - x) + f^2}. \tag{1}$$

If the center $P$ of the ball does not lie on the $z$-axis, the projection of the ball is an ellipse and the projection of the center of the ball unfortunately is not the center $p_e$ of this ellipse (see figure 5). Due to performance reasons we do not correct this position-distortion. Indeed, using webcams with average image quality this correction is not necessary because the distortion is very small compared to other errors like e.g. calibration errors and noise. For a detailed discussion of the position-distortion of an ellipse centre under perspective projection see [19]. Instead of (1) we assume $p = p_e$ and use

$$\tan \alpha = \frac{xf}{p_e - pex + f^2}.$$ 

Knowing the distance $d$ between $O$ and $P$ the 3D coordinates of the center of the ping pong ball can be approximated. If $\vec{p_e}$ is the vector starting at $O$ and pointing to $p_e$ we obtain $P = d \cdot \vec{p_e}$.

As aforementioned, calculating the depth coordinate of a sphere out of the image of only one camera using the known sphere diameter is error-prone. Better results can be achieved by using additional cameras. Figure 6 illustrates the situation using two cameras. The optical centers of the cameras are $O$ and $O'$. The center $P$ is projected to $p$ and $p'$ onto the image sensors $\Pi$ and $\Pi'$. Just like in the reconstruction process using one camera, for each camera a vector is set up starting at the optical center and pointing at $P$. These vectors define rays intersecting in the center of the table tennis ball. Regard that in practice the error made by using $p_e$ and $p_e'$ instead of $p$ and $p'$ is very much smaller than depicted in figure 6. This mainly rely on the fact that the diameter of the ball is...
very much smaller than the distance between camera and ball.

Figure 6: Buildup using two cameras

Generally the two rays will not intersect but define skew lines. Therefore we determine the least square solution, i.e. the closest point to both lines. In fact we are determine the least square solution for the intersection of all lines defined by all cameras used.

3.3 Filtering

Finding the ping pong ball in a 2D camera image is affected by measurement and approximation errors. As a result, there is a difference between the triangulated 3D position and the actual position of the ball. Moreover, it is possible that several ball detections may fail, e.g. because of occlusion. To achieve a trajectory as close as possible to the actual trajectory, it is necessary to correct inaccurate positions in an appropriate way. Absent measurements should be replaced with likely occurring positions. Knowing the probable next 3D position of the ball also can help to accelerate the segmentation process. We will relate on this point in the next section.

We are using a discrete Kalman filter [10] as a prediction-correction filter which is the optimal estimator for a linear system for which the noise is zero mean, white and Gaussian. Even if the noise is not Gaussian it provide good results in the majority of cases. A comprehensive and comprehensible introduction to Kalman filtering can be found in [17]. For an introduction to optimal estimation and stochastic models see e.g. [13, 15, 18].

Figure 7: A poing pong game approximately consists of a sequence of bomb-trajectories.

A point pong game approximately consists of a sequence of bomb-trajectories (see figure 7). The position of the ball changes in the direction of the x-, y- and z-axis. The motions in the direction of the x- and z-axis are uniform. The position changes depending on the velocity and the last time step respectively. In the direction of the y-axis gravity affects the position of the ball additionally. Therefore we obtain

\[ x_k = x_{k-1} + v_x \Delta t \]
\[ y_k = y_{k-1} + v_y \Delta t - \frac{1}{2} g \Delta t^2 \]
\[ z_k = z_{k-1} + v_z \Delta t \]

(2)

In the prediction step of our Kalman filter the a priori estimate of the system state \( \hat{x}_k^- \) and the error covariance matrix \( P_k^- \) are calculated out of the a posteriori values \( \hat{x}_{k-1}^+ \) and \( P_{k-1}^+ \) as follows.

\[ \hat{x}_k^- = A \hat{x}_{k-1}^+ + Bu_{k-1} \]
\[ P_k^- = AP_{k-1}^+ A^T + Q \]

The state \( x_k \) of our system and the system matrix \( A \) describing the uniform motion to the next state without any outside influences, are defined by equation (2) as

\[
A = \begin{pmatrix}
1 & 0 & 0 & \Delta t & 0 & 0 \\
0 & 1 & 0 & 0 & \Delta t & 0 \\
0 & 0 & 1 & 0 & 0 & \Delta t \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}, 
\begin{pmatrix}
x \\ y \\ z \\ v_x \\ v_y \\ v_z
\end{pmatrix}_k
\]

As an outside influence the gravity affects the ball in the negative direction of the y-axis. Thus
the control matrix \( B \) and control input \( u_k \) are obtained from equation (2) as

\[
B = \begin{pmatrix}
0 & 0 & 0 \\
0 & \frac{1}{2} \Delta t^2 & 0 \\
0 & 0 & 0 \\
0 & \Delta t & 0 \\
0 & 0 & 0
\end{pmatrix}
\quad \text{and} \quad u_k = \begin{pmatrix}
0 \\
0 \\
0 \\
-8 \\
0
\end{pmatrix}.
\]

For the matrix \( Q \), modelling a fixed uncertainty of our system we choose

\[
Q = \text{diag}\{10^{-5}, 10^{-5}, 10^{-5}, 10^{-5}, 10^{-5}, 10^{-5}\}.
\]

In the correction step of our Kalman filter a Kalman gain \( K_k \) is calculated that adequately weights the measurement \( z_k \) over the prediction. As a result of the combination of the a priori state and the weighted measurement, the a posteriori state \( \hat{x}_k^+ \) and the error covariance \( P_k^+ \) can be computed:

\[
K_k = P_k^- H^T (H P_k^- H^T + R)^{-1}
\]

\[
\hat{x}_k^+ = \hat{x}_k^- + K_k (z_k - H \hat{x}_k^-)
\]

\[
P_k^+ = (I - K_k H) P_k^-
\]

The measurement \( z_k \) consists of the current position of the ball. The matrix \( H \) which relates the system state to the current measurement only relates the position of the state and neglects the velocity which is not measured. Therefore we get

\[
H = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{pmatrix}
\quad \text{and} \quad z_k = \begin{pmatrix}
x_m \\
y_m \\
z_m
\end{pmatrix}_k.
\]

We estimate the measurement error to be 0.04 cm and thus set

\[
R = \text{diag}\{1.6 \cdot 10^{-3}, 1.6 \cdot 10^{-3}, 1.6 \cdot 10^{-3}\}.
\]

Start position, velocity and the error covariance matrix are not known. We start the filtering process with \( \hat{x}_0^- = (0, 0, 0, 1, 1, 1) \) and \( P_0^- \) being the identity.

The system matrix \( A \) describes a bomb-trajectory which changes in positive direction along the x-axis (regard to figure 2 were the world coordinate system \( M \) is depicted). However, during a match the flight direction of the ball changes permanently. We use some simple heuristics to adjust the system matrix to miscellaneous situations. When the ball collides with the board (see figure 7) we multiply the velocity towards the y-axis with \(-1\). This collision can be checked easily because we know the exact position of the table tennis board from the calibration step. When the ball is hit by a player (see II in figure 7) we multiply the velocity towards the x-axis with \(-1\) and set the velocity in z direction to zero, that is we do not make any assumptions in what direction the player hit the ball. The identification wether the ball is hit by a player is based on observing the x-direction of the movement of the ball.

The system matrix \( A \) has to be changed as the ball changes direction. The flight of the ball in negative direction along the x-axis can be described e.g. by

\[
A = \begin{pmatrix}
1 & 0 & 0 & -\Delta t & 0 & 0 \\
0 & 1 & 0 & 0 & \Delta t & 0 \\
0 & 0 & 1 & 0 & 0 & \Delta t \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

One crucial point using a Kalman filter is the available amount of measurements per second. If there are not enough measurements per second, the Kalman filter starts jittering and the corrected ball positions do not match the actual ball trajectory. In tests our Kalman filter works fine if we get at least twenty measurement values per second.

### 3.4 Performance optimization

The most time-consuming step is the segmentation process. The highest performance cost originates in checking each pixel in an image. Assuming that an object to track is greater than one pixel in the image, it is not essential to check every pixel. To save costs on this operation, P4 allows to check not every pixel but every second, third, etc. pixel. Omitted pixels are added to a color-class if the precursor- and the successor-pixel are in the same color-class.

Another approach to reduce calculation time is the use of a region of interest (ROI) (see figure 8) that is, searching the ball only in a small area instead of the whole image. The ROI can be determined using the predicted 3D coordinates of the ping pong ball obtained from the
filtering step. Therefore we project the 3D coordinates into the image area of each camera to obtain the corresponding 2D position of the image of the center of the ping pong ball. The center of the ROI is given by this 2D position. Due to the adjustment of our filter, the prognosis position and therefore the ROI is very close to the actual position. This makes it possible to choose the size of the search region nearly as small as the expected maximal size of the projected ball. Additionally the size of the ROI could be adapted using the information about the diameter and distance of the ball. In practice we received good results with a fixed size of about 40 pixels. If the segmentation fails in finding the ball in the ROI it falls back to re-searching in the entire image.

Knowing the intrinsc as well as the extrinsic parameters of all cameras, point correspondence geometry can be used to speed up segmentation. Suppose we had found the image $p$ of the center $P$ of the ball in the view of a camera with optical center $O$ and image plane $\Pi$. The ray defined by $O$ and $p$ is imaged as line $l$ in the view of another camera with optical center $O'$ and image plane $\Pi'$. The point $P$ is called the epipolar line for $p$.

$l'$ is also given as the line $l$ defined by the epipolar $e$ and the point $p$ imaged in the view of the camera with optical center $O'$ and image plane $\Pi'$. All epipolars are known from the calibration step. Therefore we can use them to speed up the search in the segmentation step. If we had found the image of the center $P$ of the ping pong ball in the view of a specific camera we only have to search along the epipolar lines in the views of the other cameras. In practice we obtain errors from measurement and calculation and therefore the images of $P$ will not fall exactly on the epipolar lines. Thus we are searching in a ROI around the epipolar lines.

Additionally we use the epipolar lines to confirm measurements. If the distance between an epipolar line and a measured point that is supposed to be the view of the center of the ping pong ball exceed a threshold we discard this measurement.

4 Implementation

Because P4 was intended to be a software prototyp we desided to implement the system using the scripting language Python. The usage of a scripting language facilitates fast development. The most time-consuming part is the segmentation. It is implemented in C and imported into our application using the Python module cTypes.

The ARToolKit library was embedded in P4 using the Python wrapper PyARTK. To access video-capture devices we are using the Python extension VideoCapture for Win32 systems. This part is the only one of our system that is platform dependent.

The replay functionality visualizes the ball together with a three-dimensional virtual table tennis plate. P4 allows to control the speed of the replay and to watch the scene from an arbitrary point of view. The rendering is based on OpenGL and the corresponding Python binding PyOpenGL.
Figure 10 shows a screenshot of the user interface of P4 utilizing three webcams. The upper half displays the video-stream of each connected camera. The physical marker used to calibrate the cameras is highlighted by a yellow frame. This indicates that the corresponding camera had been calibrated successfully. The red frame depicts the ROI used in the segmentation step. The yellow lines displayed in the second and third video image are the epipolar line for the image of the center of the ping pong ball found in the view of the first camera.

The lower half of figure 10 shows the virtual table tennis plate together with the ping pong ball. The 3D coordinates of the depicted ball are obtained by evaluating the corresponding video images shown in the upper half of figure 10.

5 Evaluation

We evaluated our program using an increasing number of cameras with varying resolutions. Table 1 summarizes the measurement-rates indicated in measurements per second (mps) obtained by using a Centrino dual core 1.8GHz with 1GB RAM and Logitech Quickcam Messenger webcams.

<table>
<thead>
<tr>
<th>Nr. of cameras</th>
<th>Resolution</th>
<th>320 × 240</th>
<th>640 × 480</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ROI</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>60</td>
<td>220</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>37</td>
<td>62</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>29</td>
<td>49</td>
</tr>
</tbody>
</table>

Table 1: Measurements per second on a Centrino dual core 1.8GHz with 1GB RAM.

The dramatic drop of the measurement-rate by switching from one to two cameras seems to rely on the video-capture library we used. This library pretend to be not intended to access multiple cameras optimally.

Another problem is caused by a design limitation of the USB technology. USB is not the optimal bus for connection several cameras to a computer. When a USB camera starts streaming video, it reserves as much bandwidth as possible. Thus the next camera trying to start streaming might could not get enough resources because all bandwidth has been already reserved. We obtained a system message declaring that the bandwidth of the USB controller has exceeded if we tried to use three cameras with a resolution of 640 × 480. Substituting the USB cameras by firewire cameras could avoid this problem.

6 Conclusion and Future Work

We presented P4, a prototype for real-time monitoring of ping pong games using standard webcams. Our system is based on the combination of an efficient color segmentation algorithm and a filtering step correcting the measurements and predicting the trajectory of the ball to further speed-up the calculational costly segmentation process. P4 is designed to work with an arbitrary number of cameras. The calculation of the 3D coordinates of the ball is based on triangulation. Our system can calculate an approximation of the 3D coordinates using information from only one camera. Together with the filtering process this makes our system very robust, reliable and scalable concerning the number of cameras used.

A ping pong ball can achieve velocities up to 110 miles per hour or about 2 meters per frame
using cameras providing about 30 frames per second. This fact and the limitation of the USB technology demand the usage of better cameras for instance based firewire technology.

In our prototype we used ARToolkit to calibrate the extrinsic parameters of the cameras and obtained good results. Since ARToolkit was not designed for calibration purposes the calibration could be improved by implementing a new calibration step using e.g. information about the know size of the table tennis plate.
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